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ABSTRACT
Previous research has proved that college students’ personal data,
such as self-tracking and social media data, can be used to assess
and predict students’ mental health status. In addition to this, there
are continuing academic and industrial efforts to support campus
mental health by providing a way for other stakeholders, such as
campus administrators, family members, peers, and clinicians, to
review the students’ personal data. Based on the preliminary find-
ings from our on-going project, which includes interviews with
campus administrators and on-campus clinicians, we suggest three
implications which should be considered in future research: under-
standing the dynamics between different stakeholders, a need for a
transparent visual presentation, and ethical challenges.

1 INTRODUCTION
Student mental health problems are pervasive and serious. In a
recent nationwide survey, 32.9% of college students reported having
been diagnosed with or treated by a professional for a number of
mental health related issues, such as anxiety and depression [1]. In
the same survey, 57% of students answered that the overall stress
they experienced was higher than that experienced by non-student
peers. Mental health concerns can negatively impact their academic
success, as well as hamper their social and vocational foundations.
As the college environment becomes more competitive than before,
student mental health experts have asserted a need for a campus-
wide response and strategy to improve student mental health[16].

Fortunately, the college student demographic happens to be a
group in which many personal technologies, such as self-tracking
technologies (smartphones, wearable devices) and social media are
widely adopted [7]. One potential of these technologies is that they
allow students to share and record their daily lives into digital forms.
Sensors in smartphones and wearable devices can detect physical
activities, location, or physical proximity [8]. Complementarily,
content shared on social media can serve as a “lens” towhat students
do, how they engage socially, and what they are feeling [2, 19, 20].

Although not specifically focused on the college context, leverag-
ing the potential of these data, especially self-tracking data, many
tools and applications have been proposed and developed [5, 6,
10, 12]. These tools largely aim to enable self-reflection, promote
self-awareness and behavior change, or surface interventions.

We note that a college campus encompasses a socially and geo-
graphically cohesive situated community, where poor mental health
of an individual student not only impacts the students themselves,
but also can have spillover effects on others, for instance, exac-
erbating the risk of copycat suicides [21]. Maintaining a healthy
mental health climate on campus, alongside connecting students
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in need with timely clinical care and counseling is, therefore, of
paramount importance from a public health perspective [11]. For
this purpose, per the Social Ecological Model of mental health [4],
involvement of multiple stakeholders within college campuses has
been advocated in literature. These stakeholders could include the
students’ family members, peers and friends, educators and instruc-
tors, on-campus clinicians, and campus administrators. However,
despite acknowledgement of this need, currently, a lack of sufficient
information about student well-being and behaviors in situ inhibits
the efficacy, timeliness, and appropriateness of the actions of many
campus stakeholders.

Therefore, we are highly interested in developing new tech-
nologies for stakeholders which can bridge current gaps in un-
derstanding students’ mental health. To explore the potential of
students’ personal data in this context, we are conducting research
which involves qualitative research with campus administrators
and on-campus clinicians. We discuss preliminary findings from
the on-going project as well as directions for future research.

2 DESIGNING FOR STAKEHOLDERS
2.1 Understanding Stakeholders
Understanding user groups, their needs, expectations, existing prac-
tices, and beliefs and values constitute a primary task in the user-
centered design approach developing mental health technologies
[15]. In the absence of adequate stakeholder involvement and feed-
back, interactive mental health technologies, when deployed in the
real world, can lead to mistrust and poor perceptions of account-
ability, ill-informed folk theories behind how they work, violated
expectations, and reinforced biases. In the college campus context,
potential user groups of such technologies can include not only
the students themselves who are suffering from a mental illness,
but also their friends, family members, faculty, campus administra-
tors, and on-campus clinicians. Previous research explored some of
those stakeholder groups, such as family members, although not
in a campus context, [17] and clinicians in a college campus [9].
However, there is still a need to investigate how other stakeholder
groups, such as friends, peers, bystanders, and campus administra-
tors, would review and appropriate students’ personal data, if the
data is voluntarily shared with them.

In addition to understanding each stakeholder group, we would
also like to highlight that identifying the dynamics between stake-
holder groups can reveal gaps which should be considered in design-
ing the new mental health technology. For example, a nation-wide
survey [18] has revealed that counseling centers and on-campus
psychiatry often share their student patients, however, in more than
70% of universities, they use different electronic health record (EHR)
systems. We might want to consider a system which could work



in different work environments, which would ultimately enhance
collaboration between stakeholder groups in improving the overall
college campus mental health.

2.2 Transparent Visual Presentation
In our on-going project, both groups of participants — campus
administrators and on-campus clinicians — expressed interest in
having a simple and easy to understand design because they felt
they did not have enough time to wade through a morass of in-
formation. At the same time, they wanted the dashboard to reveal
relationships between data types or the underlying factors of stu-
dents’ emotional and behavioral changes.

These two types of feedback from our participants—desire for
a comprehensively detailed dashboard that is also streamlined to
better suit users’ need—indicate an apparent tension in the design of
the new technology. They would need to provide a minimal amount
of simple, highly accurate, relevant, and trustworthy information
that can be consumed and interpreted easily, as well as pose reduced
information load and burden to the stakeholders. At the same time,
the new technology will need to provide revealing information—e.g.,
underlying causes relating to the precipitants and factors driving,
exacerbating or improving students’ mental health.

We recognize that navigating this tension would require trading
off between abstraction (for simplicity) and transparency (for re-
vealing information discovery)—a challenge in data-powered health
technology design [3]. This challenge is especially salient in our
case, because some of the data types our stakeholders identified to
be valuable for the dashboard would need to be derived via machine
learning from raw data (e.g., sleep or depression).

These approaches challenge the norm of transparency due to
the opacity in their automated analytic capabilities [13]. Essentially,
they prevent end users from understanding their inner workings
while allowing abstraction of their technical intricacies. They also
hinder legible interpretation of their outcomes and mutual inter-
connections amongst outcomes, in ways that challenge the end
users’ mental models, beliefs, and values, as well as trust in and
expectations from the dashboards [14].

2.3 Ethical Challenges
The new technology we propose should be built on the informed
consent of students who will provide personal data and have the
data shared with stakeholders. However, even if they agreed to
share the data, due to the highly sensitive nature of personal data,
there can be ethical issues regarding privacy, confidentiality, and
liability to consider. These issues can be challenging in two ways:
firstly, students may decide not to share their personal data, in the
first place, due to privacy concerns; secondly, even if they agree to
share their personal data, they may inadvertently provide certain
information, which they would not choose to intentionally share
with the stakeholders otherwise. Further, since students’ personal
data is often not generated with the goal of inferring and measuring
health status, any use of these datasets in the new technology, even
with consent, constitutes secondary use, and therefore needs to be
handled and used responsibly and cautiously.

To address issues surrounding privacy, we need to consider
transparency features for the new technology. These features can
let students stay informed about what kinds of data will be shared

with whom, when, and in what ways. During the informed consent
process as well as by adopting continued consent procedures, we
can also provide an example screenshot of stakeholders’ views,
which will enable them to know that the data is abstracted and de-
identified properly for the stakeholder who will view the interface.
Additionally, the designs could be augmented with complementary
student views, which can provide a regular review of the sharing
process. In the case of a potential mismatch of expectations, students
would have the ability to opt out of the sharing process altogether,
or just eliminate specific data that they do not want to be considered
from the new technology. In other words, regular reviews that show
how their data will be processed and shared with others can assuage
privacy related concerns.

Confidentiality concerns are related to situationswherein agreed
upon personal data is exposed to people who do not have autho-
rized access to that data. It can be caused by malicious attempts
to access sensitive data or malfunctions in the security features of
platforms. To address these concerns, the dashboard designs need
to thoughtfully consider various aspects of data collection, storage,
and presentation, in ways that prevent the need to access the raw
data of students as much as possible.

Lastly, liability issues may occur if stakeholders are not able to
take proper actions, even if they are notified of obvious trends in
student mental health status that might need just-in-time interven-
tions. Data related to suicidal risk or ideation would best illustrate
these issues. Given the fact that student personal data would be
leveraged in near real-time by the dashboards, the stakeholders may
not be equipped to focus on such risk markers on the dashboard
all the time and take proper actions toward preventing such tragic
events. Further, there might be other situations where stakeholders
are not able to deploy adequate resources, even if they are informed
of adverse mental health crises, due to logistical or access limita-
tions. To address this issue, we need to investigate what kinds of
interventions might actually be practical and possible via future
iterations of the dashboards.

Despite these ethical challenges, visual presentations of students’
personal data can bring benefits to not only the stakeholders, but
also to the student body itself. Hence, future research could in-
volve collaborations of HCI designers and researchers with multi-
disciplinary scientists, like clinicians and ethicists, to explore ways
to alleviate these ethical concerns in the new technology.

3 CONCLUSION
In this position paper, we point out three implications for future
research in designing new technology for campus stakeholders to
support students’ mental health. Firstly, as HCI researchers and
designers, we need to consider the social context of students’ per-
sonal data: which stakeholders play which roles to support students’
mental health and how new technology can be incorporated in their
current work practices. Secondly, we need to develop new tech-
nology which can provide simple to understand, and transparent
visual presentation of students’ personal data. Finally, we need to be
proactive in overcoming ethical challenges, such as privacy, confi-
dentiality, and liability. We believe multi-disciplinary collaboration
between health informatics researchers, designers, clinicians, and
ethicists can pave the way forward in tackling the college students
mental health crisis.
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